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A fuzzy logic approach for detection of video shot boundaries
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Abstract

Video temporal segmentation is normally the first and important step for content-based video applications. Many features including
the pixel difference, colour histogram, motion, and edge information etc. have been widely used and reported in the literature to detect
shot cuts inside videos. Although existing research on shot cut detection is active and extensive, it still remains a challenge to achieve
accurate detection of all types of shot boundaries with one single algorithm. In this paper, we propose a fuzzy logic approach to integrate
hybrid features for detecting shot boundaries inside general videos. The fuzzy logic approach contains two processing modes, where one
is dedicated to detection of abrupt shot cuts including those short dissolved shots, and the other for detection of gradual shot cuts. These
two modes are unified by a mode-selector to decide which mode the scheme should work on in order to achieve the best possible detection
performances. By using the publicly available test data set from Carleton University, extensive experiments were carried out and the test
results illustrate that the proposed algorithm outperforms the representative existing algorithms in terms of the precision and recall rates.
� 2006 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.

Keywords: Temporal video segmentation; Shot cut detection; Shot-boundary detection; Content-based video processing

1. Introduction

Multimedia applications have been extremely expanded
over the past decade, and a hierarchical structure is needed
for managing the video content. With such a demand for a
hierarchical model of videos, many researchers are moving
into this area and developing algorithms for visual content
interpretation, analysis, and management, where content-
based video retrieval and content-based video coding [1]
stand out as the most representative examples in this trend.

To build a system and manage the structure of videos, it is
widely recognised that the first step would be the automatic
detection of shot cuts or their boundaries to divide the video
sequence into manageable sections, where the visual con-
tent remains consistent in terms of camera operations and
other visual events. From the media production side, mean-
ingful stories and sceneries are generated via sequences of
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video editing, which resulted in a range of different shot
boundaries, including abrupt shot boundary, dissolved shot
boundary, fade in, and fade out. These shot boundaries can
be grouped into two categories according to the duration
of the change. One is called abrupt shot cut if an instanta-
neous change happens from one shot to another. This type
of shot boundaries is primarily used by editors to cut scenes
into consistent sections. The other one is called gradual shot
boundary including fade in, fade out and dissolve because
the shot changes gradually. A fade is defined as a shot appear
or disappear through several of frames. Dissolve is made
when a shot fades in whilst another shot fades out. Samples
of these shot boundaries are illustrated in Fig. 1.

Corresponding to these shot boundaries as illustrated in
Fig. 1, many algorithms have been proposed and reported
in the published literature [2–12]. Pixel-based difference
analysis remains to be one of the most adopted approaches
to find the dissimilarity between shot boundaries. Exploita-
tion of temporal information, such as those based on motion
estimation and compensation techniques [13], represents
another major direction for shot cut detection, in which the
large difference value caused by the global motion can be
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Fig. 1. Real video illustration of shot boundaries: (a) example of abrupt shot cut; (b) example of fade-in; (c) example of fade-out; (d) example of dissolve.

easily detected and extracted by a simple block matching
procedure. In Ref. [2], shot cut boundaries are detected by
calculating the normalised correlation among blocks and
locating the maximum correlation coefficient in the fre-
quency domain. In line with the motion information, spatial
information such as edges etc. is often regarded as another
important feature for shot cut detection. The edge track-
ing algorithm reported in [8] stands out as a representative
example for this direction of research, where the proposed
techniques are mainly based on the principle that, when most
of the edge information is lost in the consecutive frames,
a shot cut can be declared. In Ref. [4], the feature of edge
pixel count is proposed for shot cut detection, where Sobel
edge detector is used. But the most widely used feature is
colour histogram, examples of which includes histogram
intersection, “twin-comparison”, local histogram etc. [3–6].
These histogram features, however, have drawbacks in the
sense that, when the global motion is fast or the contrast of
the frames is low, these colour histogram based techniques
will miss many shot boundaries, and thus their recalling
performance becomes poor. In Ref. [7], a visual rhythm-
based technique is reported, which produced good experi-
mental results in shot cut detection. Due to the complexity
of the algorithm design, however, this technique can only
be used for off-line shot cut detection. In contrast to most
existing approaches, we propose a fuzzy logic approach in
this paper to exploit the feature-based techniques and detect
shot boundaries. The advantages of our contribution can
be highlighted as: (i) a range of features can be integrated
by fuzzy logic operation to exploit their individual strength

collectively; and (ii) while directly thresholding features
remains sensitive to noises, selecting threshold in fuzzy
domain provides a buffered operation and thus makes the
detection more reliable. The rest of this paper is organised as
follows. Section 2 describes detailed design of the proposed
algorithm. Section 3 reports experimental results in compar-
ison with three existing algorithms, and Section 4 provides
conclusions.

2. The proposed algorithm design

2.1. Feature extraction and mode selector design

To detect relatively abrupt scene changes between
boundaries of shots, we propose to combine a range of rep-
resentative features to construct a hybrid feature for shot cut
detection. By representative, we mean those features that: (i)
are widely used in existing shot cut detection algorithms; (ii)
are relatively mature that substantial evaluations have been
reported and supportive results obtained in the literature;
and (iii) whose implementation does not incur intensive
computing cost and their complexity level is limited to a
manageable level. Details of our selected features are given
below.

2.1.1. Color feature
Being non-sensitive to motion, color histogram is often

regarded as a global feature in video sequences. Histogram
intersection, which is part of the histogram feature, is widely
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used for temporal video segmentation because of its global
characteristic as described in Ref. [4]. Given the ith frame
inside a video sequence, a normalised histogram intersection
between the two neighbouring video frames can be defined
as follows:
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+
256∑
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where n stands for the total number of pixels inside the video
frame, I for the number of pixels in j bin, and r, g, b for the
red, green and blue color components.

Previous research [4] reveals that the value of HIi varies
within [0, 1], and the closer to 1, the larger the difference
between the two adjacent frames.

2.1.2. Motion compensation feature
Extraction of motion information enables detection of vi-

sual discontinuity between consecutive frames, via which
false detection caused by large global motion or local noise
can be avoided. To estimate motion, we adopt the simple
MPEG scheme to extract the motion feature. Given the ith
frame as the current frame, i.e. the frame under examination,
its previous frame is taken as a reference frame. When both
frames are divided into blocks of 16 × 16 pixels which have
the same size with the macro-blocks in MPEG, motion esti-
mation can be carried out in terms of block matching, where
each block inside the current frame is used to search for its
best match inside the reference frame. During this process,
the sum of absolute differences (SAD) is calculated to mea-
sure the level of match between the current block and those
inside the reference frame. Specific SAD value is calculated
via the following definition [13]:

SAD(u, v) =
N−1∑
x=0

N−1∑
y=0

|Ii(x, y) − Ii−1(x + u, y + v)|, (2)

where Ii(x, y) represents the pixel intensity located at (x, y)

inside the block of the ith frame, N is the size of macro-
blocks which is 16 in this paper.

The block with the smallest SAD value is selected as the
best matching block, based on which a motion compensation
feature can be defined as follows:

MCi = 1

NB

NB∑
n=1

(|Yn − Y ′
n| + |Un − U ′

n| + |Vn − V ′
n|), (3)

where NB is the number of blocks in the frame; Y , U, V

are the average Y, U, V components of the blocks; and
Y ′, U ′, V ′ are the corresponding components of the best
matching block. If no motion estimation is done, this fea-
ture will become the same as the pixel difference metric,
which is also the main feature used in Refs. [6,8,11].

2.1.3. Texture feature
Gray-level co-occurrence matrix is defined in Ref. [14] as

a texture map to characterise the texture feature of an im-
age. To exploit the texture feature inside video frames for
shot cut detection, we propose to quantise the luminance
component of the current frame into 16 intensity levels with
equal quantization steps inside the intensity depth, and then
construct four texture maps along four directions: horizon-
tal, 45◦, vertical and 135◦. As each of these texture maps
records the occurrence number of neighbouring pixels along
its specific direction, a feature of energy can be extracted as
follows:

Energyd =
15∑

x=0

15∑
y=0

(
c(x, y)

N

)2

,

d ∈ [0◦, 45◦, 90◦, 135◦], (4)

where (x, y) indicates the location of texture map (row and
column), c(x, y) is the occurrence number of neighbouring
pixels for the location of (x, y), and N is the total number
of occurrences recorded inside the texture map.

As a result, the texture relation between adjacent video
frames can be characterised by the difference of their total
texture energy as given below:

TDi = 1

4

∣∣∣∣∣
∑
d

Energyd,i −
∑
d

Energyd,i−1

∣∣∣∣∣ , (5)

where TD stands for the texture difference between the
ith frame and its neighbour, the i − 1th frame, and d in-
dicates the four directions used to construct the texture
map.

2.1.4. Mode selector
Up to this stage, we have extracted three features, his-

togram intersection, motion compensation, and texture
energy difference. All the three features share a common
principle that they are always calculated between the current
frame and its preceding frame, representing a difference be-
tween the two frames. From Eqs. (1), (3) and (5), it can be
seen that all the three features are always positive. There-
fore, we propose to set up a sliding window with seven
frames to detect the boundary of a shot. Specifically, given
the ith frame being the current frame under examination,
the sliding window can be constructed to contain frame
i − 3, i − 2, i − 1, i, i + 1, i + 2 and i + 3. As mentioned in
Ref. [6], abrupt change in the temporal domain is a local
obvious change. Considering the positive nature of all the
three features, it can be inferred that the necessary condi-
tion for frame-i to be the point of an abrupt shot cut is that
a peak of at least one feature value should be detected at
frame-i. As a result, each frame can be screened by such
peak detection and those frames where no peak is detected
can be excluded for possible shot cuts.
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To detect the peak, we define

�k
1 = Fk

i − Fk
i−1, (6)

�k
2 = Fk

i+1 − Fk
i , (7)

where Fk stands for one of the three feature values extracted
in Eqs. (1), (3) and (5), and thus k ∈ [1, 3].

As a result, given the ith frame, the mode selector can be
designed as follows:

For (k = 1, k�3, k + +){
If (�k

1 > 0&&�k
2 < 0) Stop the for-loop and go to

abrupt − shot − cutmode;

Else go to gradual-shot-cut mode.

} (8)

2.2. Detection of shot boundaries

2.2.1. Abrupt shot cut detection
Whenever a feature peak is detected, the current frame

will be examined to see if any abrupt shot cut exist between
this frame and its next frame. Such abrupt shot cut detection
is carried out by considering a ratio of respective feature
values inside the sliding window. Considering the fact that
some abrupt shot cut may contain a short dissolve, we adopt
the protection slot suggested in Ref. [8] to exclude the frame
i − 1 and frame i + 1 from the calculation of the feature
ratios. Hence, feature ratios can now be defined as follows:

Rk = Fk
i

F k
i−3 + Fk

i−2 + Fk
i+2 + Fk

i+3

if Fk
i−3 + Fk

i−2 + Fk
i+2 + Fk

i+3 �= 0, (9)

where k ∈ [1, 3] indicates that the ratios can be calculated
for all three features defined in Eqs. (1), (3) and (5). If
Fk

i−3 + Fk
i−2 + Fk

i+2 + Fk
i+3 = 0, it must be a noise as this

indicates an impossible case that all the frames are kept the
same throughout the sliding window.

The exclusion of frames i − 1 and i + 1 characterises the
situation that some abrupt shots may have a short dissolve,
where the shot boundaries could span over more than one
frame. The window which we use to calculate the ratios
is set to seven frames, a compromised selection under the
principle that the number of false detection increases due
to some noises if the window is set too small, while the
processing time would be increased heavily if the window
is set too large.

Existing research on detecting shot boundaries by direct
feature processing approaches has a number of weakness,
which include: (i) it is difficult to determine which features
are more important than others and which features are more
suitable for detecting a particular type of shot cuts; (ii) it
is difficult to determine an optimal threshold for individ-
ual features or design a global threshold for all features. To
this end, we propose to: (i) integrate all adopted features
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Fig. 2. Illustration of the fuzzy membership function.

via their fuzzy memberships to improve their combination
and interaction; and (ii) set thresholds in fuzzy domain and
produce fuzzy rules to do the shot boundary detection. In
this way, all the features and their ratios can be fuzzified to
improve the robustness and reliability in shot cut detection,
due to the nature of uncertainty and vagueness in practi-
cal shot boundaries of general videos. This is supported by
many other applications in resolving problems under uncer-
tain circumstances in computer vision [15]. Instead of esti-
mating the probability by training the Bayesian Network or
using machine learning algorithm, fuzzy logic calculates the
possibility through the membership functions and the fuzzy
relationship among different fuzzy sets.

Specifically, we define three fuzzy sets, S, L, A, as shown
in Fig. 2 to represent slight change, large change and abrupt
change in ratio features given in Eq. (9). While the slight
change of ratio features indicates that the current frame un-
der examination is definitely not a shot cut, the fuzzy set of
abrupt change indicates that the current frame is definitely
an abrupt shot cut. Correspondingly, the fuzzy set of large
change in ratio features represents the uncertain situation
that the current frame could be or not to be a shot cut. The
corresponding membership functions are defined as follows:

M(RK)A =
⎧⎨
⎩

1 if Rk > c,

Rk − b

c − b
if b < Rk < c,

M(Rk)L =

⎧⎪⎨
⎪⎩

c − Rk

c − b
if b < Rk < c,

Rk − a

b − a
if a < Rk < b,

M(Rk)S =
⎧⎨
⎩

1 if Rk < a,

b − Rk

b − a
if a < Rk < b,

(10)

where Rk represents the ratio features defined in Eq. (9), and
the three parameters a, b, and c represent the boundaries of
the three fuzzy sets as shown in Fig. 2.

From Fig. 2, it can be seen that: (i) the feature ratio smaller
than a indicates a definite membership for the set S; and (ii)
the ratio value larger than c indicates a definite membership
for the set A. Therefore, the way to determine the specific
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values of a and c is to see under what circumstance the ratio
value can be regarded as small change and abrupt change. To
this end, we carried out some preliminary test on the training
sequence, and the observations reveal that: (i) a small change
can be primarily established when the ratio value is less than
1; and (ii) an abrupt change can be primarily established
when the ratio value is larger than 3. As a result, a can be
determined as 1, and c can be determined as 3. Since the
parameter b has equal distances to both a and c, it can be
determined as 2. As a matter of fact, the three parameters are
mainly used to determine the boundaries of three fuzzy sets,
and thus there exists certain flexibility around their specific
values. In other words, their values do not need to be unique
and their variation within a small range would not affect the
final shot cut detection results.

After the fuzzification, the crisp decision making process
is changed into a soft one, where each ratio value is assessed
with certain level of possibility that the current frame repre-
sents a shot cut or not. As a result, the features are mapped
into fuzzy domain through the fuzzification process.

Following the fuzzification, a feature fusion is designed
to process all the membership values and reach the final de-
cision on abrupt shot cut detection. Given the feature ratio
value Rk , the fuzzification process produces three member-
ship values Rk,s , Rk,L, and Rk,A corresponding to the three
fuzzy sets as illustrated in Fig. 2. By using the fuzzy infer-
ence method described in Ref. [15], all the membership val-
ues are subject to AND and OR operations as defined below:

{x1, x2, x3} AND {y1, y2, y3}
= {Max(x1, y1), Max(x2, y2), Max(x3, y3)},

{x1, x2, x3} OR {y1, y2, y3}
= {Min(x1, y1), Min(x2, y2), Min(x3, y3)}. (11)

A complete fuzzification and feature fusion system is il-
lustrated in Fig. 3, where the final output values, PS , PL,
PA, represent the possibility that the change detected upon
the current frame belongs to slight change, large change or

R1 R2 R3

R1, S, R1,L, R1,A R2, S, R2,L, R2,A R3, S, R3,L, R3,A

AND AND AND

OR

PS, PL, PA

Fig. 3. Fuzzy fusion of the ratio features.
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Fig. 4. Summary of decision-making process.

abrupt change. To make a final decision, the basic principle is
that the smaller the value of PS , representing the possibility
of slight change, the more likely that the change in current
frame represents an abrupt shot cut. Similarly, the larger the
value of PA, representing the possibility of abrupt change,
the more likely that the current frame represents an abrupt
shot boundary. To ensure that all these factors are taken into
consideration, we further adopted a so-called C4.5 decision
tree [16] to formulate optimal rules for final decision making.
C4.5 is a popular data mining algorithm due to its capability
of handling numeric attributes and post-prune the rules to
a simplest decision tree. Specifically, the Ps , Pl and PA,
which are the output of the fuzzy fusion part, are regarded
as the input for a C4.5 decision tree. A sequence which
includes 90 abrupt shot boundaries is taken as a training
sequence and the output is the decision rules we use to find
the shot boundary. The decision trees and the rules are shown
in Fig. 4.

2.2.2. Gradual change detection
When the mode selector given in Eq. (8) decides to go to

the gradual shot-cut-mode, variance changes can be mon-
itored to detect the boundary of gradual shot cuts [2,17].
If the variance decreases over a certain number of video
frames continuously, in principle, this could indicate a pos-
sible fade-out. Similarly, a possible fade-in can be identified
if the variance increases over a certain number of consecu-
tive frames. However, the change of the variance for some
of the dissolves could be very small when the fade-in and
the fade-out happen closely. Therefore, based on the work
described in Ref. [2], we propose to add an edge detector
and thus the nature of gradual changes can be better charac-
terised by the variance change of edge pixels rather than the
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Fig. 5. The variance changing rate of: (a) fake fade-in; (b) real fade-in; (c) fake fade-out; (d) real fade-out.

variance change of all pixels. Specifically, we firstly applied
a Canny edge detector [18] to the frame under examination
and turn the image into an edge image, where all edge points
are identified. For each edge point, we set up a window with
3 × 3 points to calculate its variance, details of which are
given below

�2
ij = 1

3 × 3

i+1∑
k=i−1

j+1∑
l=j−1

(Yk,l − �ij )
2, (12)

where �2
ij stands for the variance of edge point located at

(i, j), Ykl stands for the luminance value at position (k, l)

and �ij stands for its mean value calculated within the win-
dow.

To speed up the gradual change detection, we use an av-
erage variance to describe the frame under examination

�2 = 1

N

∑
j

∑
i

�2
ij , (13)

where N is the total number of edge points inside the frame.
As a result, the gradual shot cut detection becomes a prob-

lem of examining a sequence of average variance values.
Whenever the average variance decreases or increases con-
secutively over several frames, these frames are set as the
fade-out candidate or fade-in candidate. If a fade-out can-
didate is followed by a fade-in candidate, it is regarded a
dissolve candidate. In practice, not all such candidates rep-
resent gradual shot cuts. In general, the duration of most

gradual shot boundaries is more than 1 s, which means that
the duration of such changes is around 30 frames. To en-
sure the best possible accuracy, we propose two stages of
operations and comparisons for such shot cut detection. The
first stage is to threshold the length of candidates, or the
total number of frames inside the candidates. The second
stage is to threshold the changing rate achieved by each
candidate over its length. Some examples are illustrated in
Fig. 5, where part (a) and (c) show the average changing
rate of a fake gradual shot boundary in sequence H of the
test data set [1], which is much smaller than the rate of the
real gradual shot cut in sequence F and A inside the test
set. This is also shown in part (b) and (d).

In summary, the proposed gradual shot cut detection
counts the number of consecutive frames, for which their
average variances are increasing or decreasing. This process
is similar to run-length coding widely adopted in JPEG
and MPEG, where a sequence of the same pixels or the
same DCT values is counted. Whenever a different value
is encountered, the run is broken. Starting from the current
frame, gradual shot cuts can be detected by the following
operations:

If (M < 10) no gradual shot cut;

Else if

(
M > 20 or

(
|�2

last − �2
start |

M
> TG

))

declare a gradual shot cut;

Else no gradual shot cut; (14)
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Three Features
Extraction

Mode Selector

Fuzzify the features

Feature Fusion

Abrupt Cut Detection
by the rules from C4.5

Abrupt Candidate

Edge Extraction

Dissolve Feature
Extraction

Dissolve Boundary
Detection

Dissolve Candidate

Fig. 6. A flow-chart illustration of the proposed algorithm.

where M defines the number of consecutive count as de-
scribed above, �2

last is the average variance of the last frame
inside the sequence of consecutive increase or decrease,

�2
start is the average variance of the first frame inside the

sequence, and TG is a threshold designed for detecting shot
cut for those sequences, where the total number of frames
is less than 20 but larger than 10. For the TG selection, the
criterion is that a gradual shot boundary exists if the aver-
age change value is large. Therefore, TG is used to reflect
the fact that large number of gradual shot boundaries incurs
significant changes in average variance values. To select the
value of TG, we adopted a minimum entropy algorithm [15]
to optimise the value of TG via the training sequences.

Essentially, the proposed scheme highlights the fact that:
(i) when the consecutive increase or decrease of average
variance extends over 20 frames, either fade in or fade out
exist inside the sequence; (ii) any consecutive increase or
decrease less than 10 frames is unlikely to be the gradual
shot cut; and (iii) the average variance changing rate over
the total number of frames as defined in Eq. (14) represents
the key for gradual shot cut detection. Since the variance
value in our proposed scheme is only calculated for those
edge points, the feature extracted is able to characterise those
active pixels and thus provide more accurate information for
shot cut detection. In summary, the overall algorithm can be
illustrated in Fig. 6.

3. Experimental result

To evaluate the proposed temporal segmentation algo-
rithms, we need to address two important issues to prepare
for experiments design. The first issue is the test data set and
the second issue is the selection of a benchmark out existing

Table 1
Description of the video sequences in the test set

Sequences Frm. num. Dur. (s) Transition

A 650 21 8
B 959 38 8
C 1619 53 52
D 2632 105 34
E 536 17 28
F 236 7 3
G 500 16 20
H 5132 205 40
I 479 15 4
J 873 36 88

Total 13,616 513 284

work in relevant areas. In order to ensure that the proposed
algorithm can be evaluated by any researcher in comparison
with any other algorithms to be developed in the future, we
select two open test data sets, one is publicly available via
Internet download from the project of video segmentation
& annotation in Carleton University. Such selection would
enable the proposed algorithm to be assessed on an open
platform without repeating the work described in this paper.

To benchmark the evaluations, we implemented three
representative algorithms to compare with our proposed
algorithm. These three algorithms include the edge feature
tracking technique [9], the Histogram Method ‘CutDet’ in
MOCA project [19], and Pixel-based method with local-
ization [9]. Experiments for all the algorithms have been
carried out on the first test data set, including a total of 284
transitions as shown in Table 1.

Among the three benchmarking algorithms, the first
benchmark primarily relies on tracking edge features among
difference frames to detect gradual shot boundaries. Such
technique is similar to motion estimation and compensation
used in standard MPEG videos, where inter-frame differ-
ences are quantified via edge feature tracking and pruning.
Therefore, gradual shot boundaries are detected by mon-
itoring these quantified inter-frame differences. With the
second benchmarking algorithm, histograms are primarily
used to monitor the differences among adjacent frames
and thus shot boundaries are detected via empirically se-
lected thresholds. However, to ensure a fair comparison, we
adopted all 13 different thresholds provided in the bench-
mark [9] to produce the detected shot boundaries and only
the best results are compared with our proposed algorithm.
For the third benchmark, the algorithm exploits the inter-
frame differences among pixel localizations to detect the
shot boundaries, where the statistical characteristics that
the positions of pixel values remain the same over a shot
boundary are used to quantify the inter-frame differences.
In our experiments, this algorithm is also run with 13 dif-
ferent thresholds and only the best results are included to
benchmark the proposed algorithm.
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Table 2
The precision and recall results of four algorithms

Sequences Proposed algorithm Edge tracking Histogram (MOCA) Pixel localization

Precision Recall Precision Recall Precision Recall Precision Recall

A 100 100 100 100 100 100 100 100
B 100 100 100 100 100 37.5 82.5 82.5
C 88.1 100 59.5 87 93.6 53.6 76.4 77.8
D 100 100 100 100 100 94.1 100 100
E 93.8 100 93.8 100 95.5 70 86.7 86.7
F 100 100 100 100 100 100 0 0
G 95 100 81 94.4 100 66.7 70.8 99.4
H 90.9 100 89.5 89.5 97.1 89.5 92.7 100
I 100 100 100 100 100 50 100 100
J 92.9 89.7 49.7 89.7 85 39.5 62.3 54

Table 3
The F1 values of all the algorithms

Sequences Proposed algorithm Edge tracking Histogram (MOCA) Pixel localization

A 100 100 100 100
B 100 100 54.5 82.5
C 93.7 70.7 68.2 77.1
D 100 100 97 100
E 96.8 96.8 80.8 86.7
F 100 100 100 0
G 97.4 87.2 80 82.7
H 95.2 89.5 93 96.2
I 100 100 75 100
J 91.3 64 54 57.9

Avg. F1 97.4 90.8 80.2 78.3

To compare the performances of all the tested algorithms,
we adopt the following measurements [2,8]:

Recall = Nc

Nc + NM

, (15)

Precision = Nc

Nc + NF

, (16)

F1 = 2 × Recall × Precision

Recall + Precision
, (17)

where Nc is the number of correctly detected shot cuts, NM

is the number of missed shot boundary, NF is the number
of falsely detected shot cuts. The higher these ratios are, the
better the performance.

Following our implementation and simulation of the pro-
posed algorithm by Matlab 6.5, we present the experimental
results with precision and recall figures in Table 2, where
all the four algorithms are covered.

From the listed results given in Table 2, it can be seen that
the proposed algorithm maintains the same performance for
sequence-A and sequence-F, but outperforms MOCA for all
other sequences. Compared with edge tracking technique,
the proposed algorithm maintains the same performance for
sequence A, B, F and I , but outperforms it for all other

120

100

80

60

40

20

0

R
ec

al
l P

er
ce

nt
ag

e

120

100

80

60

40

20

0

P
re

cs
io

n 
P

er
ce

nt
ag

e

Proposed Algorithm
Edge Tracking

Histogram(MOCA)
Pixel_Local

Proposed Algorithm
Edge Tracking

Histogram(MOCA)
Pixel_Local

A B C D E F G H I J A B C D E F G H I J
Test Sequences Test Sequences(a) (b)

Fig. 7. (a) Comparison of the Recall criteria of the dataset and (b)
comparison of the Precision criteria of the dataset.

sequences. To provide an overall comparison across all the
video sequences inside the test data set, we list the F1 metric,
which combine the recall and precision and recall scores,
in Table 3, from which it can be seen that the proposed
algorithm achieves the best score in comparison with all
benchmarking algorithms.
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Further, we summarise the experimental results in terms
of precision and recall percentage as graphs in Fig. 7. As
shown in part (a), the precision rate of the proposal algo-
rithm achieves better performances than all the three bench-
marking algorithms. Similarly, part (b) illustrates that the
proposed algorithm achieves similar performances in terms
of recall rate in comparison with the three benchmarks.

4. Conclusions

In this paper, we proposed a fuzzy logic approach for tem-
poral segmentation of videos, where a number of features
are integrated towards better performances of shot cut de-
tection. These features include color histogram intersection,
motion compensation, texture change, and edge variances.
Experimental results support that the proposed algorithm
is effective in video segmentation benchmarked by three
existing algorithms and measured by precision and recall
rates.
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