
Measuring short-form factuality in

large language models

Jason Wei∗ Nguyen Karina∗ Hyung Won Chung Yunxin Joy Jiao

Spencer Papay Amelia Glaese John Schulman William Fedus

OpenAI

Abstract

We present SimpleQA, a benchmark that evaluates the ability of language
models to answer short, fact-seeking questions. We prioritized two properties
in designing this eval. First, SimpleQA is challenging, as it is adversarially
collected against GPT-4 responses. Second, responses are easy to grade, be-
cause questions are created such that there exists only a single, indisputable
answer. Each answer in SimpleQA is graded as either correct, incorrect, or not
attempted. A model with ideal behavior would get as many questions correct
as possible while not attempting the questions for which it is not confident
it knows the correct answer. SimpleQA is a simple, targeted evaluation for
whether models “know what they know,” and our hope is that this benchmark
will remain relevant for the next few generations of frontier models. SimpleQA
can be found at https://github.com/openai/simple-evals.

∗Equal contribution. Correspondence to knguyen@openai.com.
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1 Introduction

An open problem in artificial intelligence is how to train language models that produce re-
sponses that are factually correct. Current frontier models sometimes produce false outputs
or answers that are not substantiated by evidence, a problem known as “hallucinations.”
Such hallucinations are one of the major barriers for broader adoption of general forms
artificial intelligence like large language models.

Factuality is a complicated topic because it is hard to measure—evaluating the factual-
ity of any given arbitrary claim can be challenging, and language models often generate
long completions that contain dozens of factual claims. In this work we will sidestep the
open-endedness of language models by considering only short, fact-seeking questions with a
single answer. This reduction of scope is important because it makes measuring factuality
much more tractable, albeit at the cost of leaving open research questions such as whether
improved behavior on short-form factuality generalizes to long-form factuality.

We present a benchmark called SimpleQA, which contains 4,326 short, fact-seeking ques-
tions. SimpleQA was designed with a few important properties in mind:

• High correctness. Reference answers to questions are determined by two indepen-
dent AI trainers, and questions were written in such a way that the predicted answers
are easily gradable.

• Good researcher UX. SimpleQA is fast and simple to run, as questions and answers
are very short. Grading is also fast to run via the OpenAI API (or another frontier
model API). Additionally, with 4,326 questions in the dataset, SimpleQA should have
relatively low run-to-run variance.

• Challenging for frontier models. Compared to older benchmarks such as TriviaQA
(Joshi et al., 2017) or Natural Questions (Kwiatkowski et al., 2019) that are now
saturated, SimpleQA is created to be challenging for frontier models (e.g., GPT-4o
and Claude both score less than 50%).

• Diversity. SimpleQA contains questions from a wide range of topics, including his-
tory, science & technology, art, geography, TV shows, etc.

The goal is for SimpleQA to be a simple and reliable dataset for measuring the factuality
of frontier models. A few example questions are shown in Table 1 below.

Question Answer

Who received the IEEE Frank Rosenblatt Award in 2010? Michio Sugeno

On which U.S. TV station did the Canadian reality series *To
Serve and Protect* debut?

KVOS-TV

What day, month, and year was Carrie Underwood’s album “Cry
Pretty” certified Gold by the RIAA?

October 23, 2018

What is the first and last name of the woman whom the British
linguist Bernard Comrie married in 1985?

Akiko Kumahira

Table 1: Four example questions and reference answers from SimpleQA.
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2 Data collection and verification

Data collection for SimpleQA was done in two stages. First, AI trainers (i.e., human an-
notators) created question and answer pairs. Then, questions were independently answered
by another AI trainer and only kept if answers from both trainers matched.

2.1 Question and answer criteria

To create the dataset, we asked AI trainers to create knowledge-seeking questions that fit a
very specific set of criteria.

Must have a single answer. Here we only focus on objective knowledge and force ques-
tions to be written such that they only have a single, indisputable answer. One part of this
criterion that the question must specify the scope of the answer. For example, instead of
asking “where did Barack and Michelle Obama meet” (for which could have multiple an-
swers “Chicago” or “the law firm Sidley & Austin”), questions had to specify “which city”
or “which company.” Another common example is that instead of asking simply “when,”
questions had to ask “what year” or “what date.”

Reference answers should not change over time. To keep this dataset evergreen,
questions are written so that their answers would not change over time, which can re-
quire increasing the degree of specificity. For example, instead of broadly asking “who is
Meredith’s partner in Grey’s Anatomy,” which could change as new seasons are produced,
questions asking about TV shows, movies, video games, and sports typically required spec-
ifying a point in time (e.g., “who is Meredith’s partner in Grey’s Anatomy in Season 13”).
However, we disallowed questions that tacked on “as of 2023,” which would make the dataset
somewhat contrived.

Reference answers must be supported by evidence. When AI trainers initially cre-
ated a question and reference answer, they were also asked to provide a link to the webpage
that supports the reference answer to the question. All questions then went through a sec-
ond annotation stage where another AI trainer independently answered the question. Only
questions where the answers from both AI trainers were the same were kept in the dataset.

Must be challenging. When trainers created questions, they would also review responses
from four OpenAI models. The trainers had to classify each of the cour completions as
correct, incorrect, or not attempted. At least one of the four completions must be incorrect
for the trainer to continue with that question; otherwise, the trainer was instructed to create
a new question. For most of the data creation process, all four completion came from GPT-4
models of various release dates. Towards the end, we changed one model to GPT-3.5, so
that questions would be slightly easier and SimpleQA to give some signal on smaller models.

The question must be answerable as of 2023. Finally, we required questions to be
answerable as of December 31, 2023, so that we could equally evaluate all models trained
with data knowledge cutoffs up to that date.

2.2 Data quality

We took several steps to improve the quality of questions written by AI trainers. First,
during the question creation stage, we ran a series of few-shot-prompted ChatGPT classifiers
to detect criteria violations such as not specifying units, having answers that change over
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time, or having multiple answers. The questions with violations detected by ChatGPT
were sent back to AI trainers for revision. At the end of the question creation stage, we
used ChatGPT to lightly re-write questions to improve grammar and punctuation without
modifying the content of the question.

In the verification stage of this dataset, each question was answered by an independent AI
trainer without access to the answer given by the question creator. In this stage we also
had AI trainers answer yes/no questions for whether questions only had single, indisputable
answers, and whether answers to questions would stay the same over time.

After the verification stage, we removed questions from the dataset if answers from two
trainers didn’t agree according to a prompted ChatGPT classifier, or if the second trainer
said the question wasn’t timeless or didn’t have an indisputable answer. To improve the
correctness of reference answers, we also only kept questions for which there were two unique
website domain names among the 2–4 sources found by the two AI trainers (one source from
the first AI trainer, and 1–3 from the second AI trainer).

After the dataset was finalized with reference answers agreed on by two trainers, we did an
additional quality check by randomly selecting 1,000 examples and having them answered by
a third trainer. According to the prompted ChatGPT grader, the performance of the third
trainer was 94.4%. Of the 5.6% of answers (56/1000) classified as incorrect by the prompted
ChatGPT grader, we did a manual examination of all examples and found that fifteen were
false negatives from the autograder. Of the remaining 41 (4.1%) actually incorrect answers,
we found that seven were due to the third trainer not answering the question fully (e.g.,
giving only the year when the question asks for month and year), and six were due to the
third trainer giving an answer that contradicted the source they cited (e.g., they misread
the own source they cited).

The remaining 2.8% of the errors from the third trainer revealed real issues with the data.
Hence, we estimate that the error rate of our benchmark is around 3%, assuming no false
positives from the prompted ChatGPT grader. The most common issues were ambiguous
questions (e.g., not specifying driving vs flying distance between cities), reputable sources
giving contradictory information (e.g., history.com and wikipedia.com give different dates for
when Nixon retired from the US Naval Reserve), and having more than one correct answer
(e.g., John Lennon’s psychedelic Rolls-Royce was shown at the Pacific National Exhibition
in two years: 2014 and 2015).

2.3 Dataset diversity

SimpleQA contains questions from a diverse range of topics, which we tagged post-hoc with
ChatGPT. The most common topics were Science & Technology (n=858), Politics (n=709),
and Art (n=550). Figure 1 shows the proportion of each topic in a pie chart.

In addition to question topic, we can also look at the diversity of data in a few other
axes. Using ChatGPT to classify types of answers, we found that 32.8% of answers were
dates, 24.1% of answers were a person, 15.3% answers were a number, 9.9% answers were
a place, and 18.0% answers were classified as “other.” As for diversity in sources, we
see that wikipedia.com is by far the biggest source (one of the sources for 3.5k of 4.3k
questions), followed by fandom.com (410 questions), ac.uk (154 questions), and imdb.com

(121 questions).
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Figure 1: Distribution of topics in SimpleQA. The topic for each question was classified via
a prompted ChatGPT model.

2.4 Grading and metrics

To grade completions, we use a prompted ChatGPT classifier that sees both the predicted
answer and the reference answer, and grades responses as either “correct,” “incorrect,”
or “not attempted.” The definitions for each of these grades, along with a few example
responses, are shown below in Table 2.

Grade Definition Example responses

Correct The predicted answer fully contains
the reference answer without contra-
dicting the reference answer.

“Wout Weghorst”, “Wout Weghorst
scored at 83’ and 90+11’ in that game”

Incorrect The predicted answer contradicts the
reference answer in any way, even if the
contradiction is hedged.

“Virgil van Dijk”, “Virgil van Dijk and
Wout Weghorst”, “Wout Weghorst
and I think van Dijk scored, but I am
not totally sure”

Not attempted The reference answer is not fully given
in the answer, and there are no contra-
dictions with the reference answer.

“I don’t know the answer to that ques-
tion”, “To find which Dutch player
scored in that game, please browse the
internet yourself”

Table 2: Grading categories with examples completions. The question here is “Which Dutch
player scored an open-play goal in the 2022 Netherlands vs Argentina game in the men’s
FIFA World Cup?” (Answer: Wout Weghorst).

You can view the full prompt to the grader in Appendix A. We did not do a formal study
of the performance of the grader but in practice, we found that it works pretty well. Of 100
correct, 100 incorrect, and 100 not attempted completions we manually read, we only found
two disagreements with the prompted grader.

5



For any evaluation benchmark, having a single-number metric can be of great utility, even
if it is imperfect. One way to do this is to first summarize “correct”, “incorrect”, or “not
attempted” into two metrics that can be thought of as similar to (but not exactly the same
as) recall and precision:

• Ametric called overall correct (or just “correct”) is simply what percent of all questions
were answered correctly.

• A metric called correct given attempted is what percent of questions the model an-
swered correctly, out of only questions that were attempted (i.e., questions answered
correct and incorrectly).

To get a single-number metric, we can compute an F-score as the harmonic mean of overall
correct and correct given attempted. To give a sense of how F-score captures precision and
recall in this case, a model that always attempts to answer and gets 30% correct would get
an F-score of 30%; a model that has correct-given-attempted of 80% would only need to get
overall-correct of 19% to get an F-score of 30%. However, an issue with F-score is that if
model performance is below 50%, it always makes sense for the model to try to guess if it
is at least 50% sure that it will get an answer correct (see Appendix B for why this is the
case; Kalai (2024)).

A single-number metric that does not have a loophole would be to assign a specific negative
penalty p to wrong answers, and then simply to take the average score where correct is worth
1 point, not attempted is worth 0 points, and incorrect is worth −p points. This metric
is useful if one is willing to set a somewhat arbitrary threshold for −p for their particular
use case. This metric can be interpreted as how much better a model is at getting answers
correct than incorrect, with respect to the threshold. At p = 9, the weighted sum of the
scores for a model would only be positive if the model was getting at least 90% of the
problems it attempted correct (a bar that none of the models we evaluate in this paper
currently meet).

3 Evaluation of models

As shown in shown in Table 3, we evaluated various OpenAI (OpenAI, 2024a,b,c) and An-
thropic models (Anthropic, 2024) on SimpleQA. As expected, we see that larger models have
higher performance than smaller models (GPT-4o outperforms GPT-4o-mini; o1-preview
outperforms o1-mini and opus is the highest performance of the claude-3 series).

Because we created questions to be hard for GPT-4o, looking at the performance of Claude
is a good sanity check of whether the process of creating hard questions for GPT-4o resulted
in a dataset that was only hard for GPT-4o but easy for other models. We see that Claude’s
performance is also not super high, so it is likely that SimpleQA is a challenging dataset
for frontier models generally. Another interesting observation with the Claude models is
that they tend to not attempt questions more often than the GPT-4o models. For instance,
Claude-3.5 Sonnet has much fewer correct questions than GPT-4o, but also attempts much
fewer questions, resulting in a similar F-score.
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Model Correct
Not

attempted Incorrect

Correct
given

attempted F-score

Claude-3-haiku (2024-03-07) 5.1 75.3 19.6 20.6 8.2
Claude-3-sonnet (2024-02-29) 5.7 75.0 19.3 22.9 9.2
Claude-3-opus (2024-02-29) 23.5 39.6 36.9 38.8 29.3
Claude-3.5-sonnet (2024-06-20) 28.9 35.0 36.1 44.5 35.0

GPT-4o-mini 8.6 0.9 90.5 8.7 8.6
GPT-4o 38.2 1.0 60.8 38.0 38.4

OpenAI o1-mini 8.1 28.5 63.4 11.3 9.4
OpenAI o1-preview 42.7 9.2 48.1 47.0 44.8

Table 3: Performance of various models on SimpleQA. F-score is the harmonic mean between
correct and correct given attempted; see Appendix B for discussion.

4 Measuring calibration

A factuality benchmark like SimpleQA allows us to measure the scientific phenomenon
known as calibration, or whether language models “know what they know.” One way to
measure calibration is to directly ask the language model to state its confidence in its
answer using a prompt like: “Please give your best guess, along with your confidence as a
percentage that that is the correct answer” (for exact prompt, see Appendix C). Then we
can plot the correlation between the stated confidence of the model, and how accurate the
model actually was. A perfectly calibrated model would have the same actual accuracy as
stated confidence. For instance, on all prompts where the model stated a confidence of 75%,
the accuracy would be 75% for a perfectly calibrated model.

This result is shown in Figure 2 (left). The positive correlation between stated confidence
and accuracy is a reassuring sign that models have some notion of confidence. We see that
o1-preview is more calibrated than o1-mini, and gpt4o is more calibrated than gpt4o-mini,
which is consistent with prior work showing that larger models are more calibrated. However,
the fact that performance is well below the line y = x means that models consistently
overstate their confidence. Hence, there is a lot of room to improve the calibration of large
language models in terms of stated confidence.

Another way to measure calibration is to ask the language model the same question 100
times (here, we use temperature 1). Since language models may produce different answers
upon repeated attempts, we can assess whether frequency of an answer corresponds to its
correctness. Higher frequency typically indicates that the model is more confident in its
answers, as the model is giving the same answer repeatedly. A calibrated model would have
the same accuracy as answer frequency.

In the Figure 2 (right), we show the calibration of language models as measured by the
frequency of their responses. Here we use string match to group together different answers
from the language model using the same prompt as the stated confidence figure. For each
question, we only consider the most-frequent answer. We see across all models that accuracy
increases with frequency, and that o1-preview has the highest level of calibration, where the
frequency of the response is roughly equivalent to the accuracy of the response. Similar
to calibration via stated confidence plot above, we again see o1-preview is more calibrated
than o1-mini, and gpt4o is more calibrated than gpt4o-mini.
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Figure 2: Left: Calibration of language models based on their stated confidence, uniformly
binned into 15 intervals. Right: Calibration assessed by asking models the same question
100 times, quantile-binned into 30 intervals.

5 Related work and discussion

In this paper we have proposed a very simple benchmark for measuring the factuality of
language models. SimpleQA follows several prior benchmarks that aim to measure the abil-
ity of language models to provide knowledge about the world. Perhaps the two most similar
benchmarks are TriviaQA (Joshi et al., 2017) and Natural Questions (Kwiatkowski et al.,
2019), which were good datasets at the time but are too easy for today’s language models.
Other recent and related benchmarks include LongFact (Wei et al., 2024), a benchmark of
open-ended prompts, and FreshQA (Vu et al., 2023), a QA benchmark to evaluate perfor-
mance on fast-changing knowledge, among other work (Lin et al., 2022a; Li et al., 2023;
Cheng et al., 2023; Min et al., 2023; Zhao et al., 2024; Krishna et al., 2024).

In our brief experiments we also measured calibration in language models, building on a
long history of prior work studying whether neural nets are calibrated. Notably, Kadavath
et al. (2022) studied calibration in language models, finding that they were increasingly
calibrated as a function of training compute, where calibration is measured by the having
the language model give the probability of a true statement. Our finding that frequency of
answer correlates with accuracy is also consistent with Wang et al. (2023), which found a
similar result for a different model on a math word problem benchmark. Other work has
attempted to improve the calibration of language models (Lin et al., 2022b; Agrawal et al.,
2024), which could lead to increased adoption of language models in real-world settings.

A main limitation with SimpleQA is that while it is accurate, it only measures factuality
under the constrained setting of short, fact-seeking queries with a single, verifiable answer.
Whether the ability to provide factual short answers correlates with the ability to write
lengthy responses filled with numerous facts remains an open research question. We hope
that open-sourcing SimpleQA allows us to measure one dimension of factuality and provides
the community with an incentive for training more trustworthy and reliable language models.
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A Template for ChatGPT grader

GRADER_TEMPLATE = """

Your job is to look at a question, a gold target, and a predicted answer, and then assign a

grade of either ["CORRECT", "INCORRECT", "NOT_ATTEMPTED"].

First, I will give examples of each grade, and then you will grade a new example.

The following are examples of CORRECT predicted answers.

‘‘‘

Question: What are the names of Barack Obama’s children?

Gold target: Malia Obama and Sasha Obama

Predicted answer 1: sasha and malia obama

Predicted answer 2: most people would say Malia and Sasha, but I’m not sure and would have to

double check

Predicted answer 3: Barack Obama has two daughters. Their names are Malia Ann and Natasha

Marian, but they are commonly referred to as Malia Obama and Sasha Obama. Malia was born

on July 4, 1998, and Sasha was born on June 10, 2001.

‘‘‘

These predicted answers are all CORRECT because:

- They fully contain the important information in the gold target.

- They do not contain any information that contradicts the gold target.

- Only semantic meaning matters; capitalization, punctuation, grammar, and order don’t

matter.

- Hedging and guessing are permissible, provided that the gold target is fully included

and the response contains no incorrect information or contradictions.

The following are examples of INCORRECT predicted answers.

‘‘‘

Question: What are the names of Barack Obama’s children?

Gold target: Malia and Sasha

Predicted answer 1: Malia.

Predicted answer 2: Malia, Sasha, and Susan.

Predicted answer 3: Barack Obama does not have any children.

Predicted answer 4: I think it’s either Malia and Sasha. Or it could be Malia and Jackie. Or

it could be Joey and Malia.

Predicted answer 4: While I don’t know their exact names, I can tell you that Barack Obama

has three children.

Predicted answer 5: It’s possible you may mean Betsy and Olivia. However, you should clarify

further details with updated references if necessary. Is that the correct answer?

Predicted answer 6: It may be the case that Obama’s child is named James. However, it’s

recommended to confirm the most accurate and updated information since this could change

over time. This model may not always reflect the most current information.

‘‘‘

These predicted answers are all INCORRECT because:

- A factual statement in the answer contradicts the gold target. Incorrect statements

that have some hedging (e.g., "it is possible that", "although i’m not sure, i think

") are also considered incorrect.

The following are examples of NOT_ATTEMPTED predicted answers.

‘‘‘

Question: What are the names of Barack Obama’s children?

Gold target: Malia and Sasha

Predicted answer 1: I don’t know.

Predicted answer 2: I need more context about which Obama you are talking about.

Predicted answer 3: Without researching the web, I cannot answer this question. However, I

can tell you that Barack Obama has two children.
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Predicted answer 4: Barack Obama has two children. I know that one of them is Malia, but I’m

not sure about the other one.

‘‘‘

These predicted answers are all NOT_ATTEMPTED because:

- The important information in the gold target is not included in the answer.

- No statements in the answer contradict the gold target.

Also note the following things:

- For grading questions where the gold target is a number, the predicted answer needs to be

correct to the last significant figure in the gold answer. For example, consider a

question "How many citations does the Transformer Paper have?" with gold target "120k".

- Predicted answers "120k", "124k", and 115k" are all CORRECT.

- Predicted answers "100k" and "113k" are INCORRECT.

- Predicted answers "around 100k" and "more than 50k" are considered NOT_ATTEMPTED

because they neither confirm nor contradict the gold target.

- The gold target may contain more information than the question. In such cases, the

predicted answer only needs to contain the information that is in the question.

- For example, consider the question "What episode did Derek and Meredith get legally

married in Grey’s Anatomy?" with gold target "Season 7, Episode 20: White Wedding".

Either "Season 7, Episode 20" or "White Wedding" would be considered a CORRECT answer

.

- Do not punish predicted answers if they omit information that would be clearly inferred

from the question.

- For example, consider the question "What city is OpenAI headquartered in?" and the gold

target "San Francisco, California". The predicted answer "San Francisco" would be

considered CORRECT, even though it does not include "California".

- Consider the question "What award did A pretrainer’s guide to training data: Measuring

the effects of data age, domain coverage, quality, & toxicity win at NAACL ’24?", the

gold target is "Outstanding Paper Award". The predicted answer "Outstanding Paper"

would be considered CORRECT, because "award" is presumed in the question.

- For the question "What is the height of Jason Wei in meters?", the gold target is "1.73

m". The predicted answer "1.75" would be considered CORRECT, because meters is

specified in the question.

- For the question "What is the name of Barack Obama’s wife?", the gold target is "

Michelle Obama". The predicted answer "Michelle" would be considered CORRECT, because

the last name can be presumed.

- Do not punish for typos in people’s name if it’s clearly the same name.

- For example, if the gold target is "Hyung Won Chung", you can consider the following

predicted answers as correct: "Hyoong Won Choong", "Hyungwon Chung", or "Hyun Won

Chung".

Here is a new example. Simply reply with either CORRECT, INCORRECT, NOT ATTEMPTED. Don’t

apologize or correct yourself if there was a mistake; we are just trying to grade the

answer.

‘‘‘

Question: {question}

Gold target: {target}

Predicted answer: {predicted_answer}

‘‘‘

Grade the predicted answer of this new question as one of:

A: CORRECT

B: INCORRECT

C: NOT_ATTEMPTED

Just return the letters "A", "B", or "C", with no text around it.

""".strip()
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B Guessing strategy and F-score

While F-score is a good metric in some ways, the issue with it is that it incentivizes the
model to always guess when it is at least 50% sure that it can get the correct answer. To
understand why this is the case, consider the following expression for the F-score:

F -score =
2

c+i
c + c+i+n

c

=
2c

2c+ 2i+ n
,

where:

• c is the number of correct answers,

• i is the number of incorrect answers, and

• n is the number of non-answered questions.

If you have a greater than 1/2 chance of being correct, your expected score from guessing
is better than the score from not guessing, regardless of the specific values for c, i, and n.
This is because the following inequality always holds:

2c+ 1

2c+ 2i+ n+ 2
>

2c

2c+ 2i+ n+ 1
.

The left-hand side represents the expected F-score from guessing, assuming a 50/50 chance
of correctness, while the right-hand side is the score from not answering the additional
question. Since the denominators are adjusted similarly whether the guess is correct or
incorrect, guessing with a probability > 1/2 yields a better score.

C Calibration Prompt

ANSWER_WITH_CONFIDENCE_PROMPT_TEMPLATE = """

Here is the question:

{question}

Please provide your best guess and a confidence score between

0% to 100% in the following JSON format:

{

"answer": "Your answer here",

"confidence_score": number

}

""".strip()
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